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Mental Simulation as a Remedy for Biased Reasoning
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Prompting mental simulation with a counterfactual scenario has been found to enhance ratio-
nality in individuals and groups. Building upon previous findings and the dual-process accounts
of reasoning, we hypothesized that debiasing power of mental simulation lies in inhibiting
System 1 and facilitating System 2 responses. Therefore, we examined whether counterfactual
priming mitigates biased reasoning via changes in cognitive reflection. Each participant of our
between-subject experiment (N = 462) solved two out of three tasks on biased reasoning: one
before and one after being exposed to the counterfactual scenario. The tasks were designed to
elicit selectively seeking hypothesis-confirming evidence, ignoring alternative explanations,
and unwillingness to reconsider the default option. In addition, the participants completed two
sets of cognitive reflection problems at the beginning and at the end of the experiment. Mental
simulation reduced people’s tendencies to ignore alternative explanations and hypothesis-
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disconfirming evidence, and the latter effect was mediated by intuition inhibition.
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Introduction

Decades of research have focused on docu-
menting all the deviations from optimal judg-
ments and choices people fall prey to. Lists of
these cognitive biases seem endless (see
Benson, 2016, for a nice visualization), and we
moved from the concept of so-called “homo
economicus” to a much more realistic image of
human reasoning. As a result, finding ways of
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improving decision-making, especially when
high stakes are at play, is being widely dis-
cussed. This, however, proved to be a much
bigger challenge than we might have expected.
Early debiasing attempts based on warnings
about the possibility of bias occurrence, ex-
plaining nature of the bias, and providing a dose
of feedback failed to succeed (Fischhoff, 1982).
How far have we got, a quarter century later?
Inthe current debiasing efforts, twoapproaches
have been applied: we either try to change the
environmentor the decision-maker. Typical ex-
amples of the first category are nudge techniques
(Thaler & Sunstein, 2008), helpful external repre-
sentations (e.g., Sirota, Kostovi¢ova, &
Juanchich, 2014) or inducing the sense of ac-
countability(Lerner & Tetlock, 1999). Soll, Milk-
man, and Payne (2016) list various other possi-
bilities for modifying the environment in favor of
better decisions. The other way, based on chang-
ing people, is much more demanding. We can
cultivate rationality with trainings focused on a
particular single competence, such as statistical
reasoning (Sirota, Kostovicova, & Vallée-
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Tourangeau, 2015) and considering alternatives
(Hirt & Markman, 1995), or wecan usea complex
intervention. Morewedge et al. (2015), for in-
stance, reduced crucial cognitive biases via
teaching a whole set of competences, such as
hypothesis testing, considering countervailing
evidence, alternative explanations and perspec-
tives, base rates and anchors, and encouraging
peopletoreconsider their initial answers. There
are, however, some indirect methods as well,
mindfulness meditation being one of them
(Hafenbrack, Kinias, & Barsade,2014). Another
indirect debiasing intervention is based on men-
tal simulation.

During the process of mental simulation
people think of various relevant but potentially
converse alternatives (Galinsky & Moskowitz,
2000). In the naturalistic decision-making para-
digm, mental simulation is a conscious, deliber-
ate, and analytic strategy used to evaluate dif-
ferent courses of action (Klein, 2008). It can be
trained or primed. In a single-shot intervention,
mental simulation can be induced with a
counterfactual priming (Galinsky & Moskowitz,
2000). The method is based on a scenario, which
encourages people to produce counterfactuals
— i.e. thoughts of what might have been, e.g.,
“If only I had tried more ...”.

Theyrepresent alternative realities for a past
event (e.g., “...  would have been better off.”).
Taken together, counterfactual scenarios are
supposed to activate a mental simulation
mindset in which various alternatives are con-
sidered (Galinsky & Moskowitz, 2000). As a re-
sult, mental simulation might affect cognitive
performance in situations when taking into ac-
count different views and explanations is cru-
cial. Indeed, it has been found to mitigate con-
firmation bias in both individuals (Galinsky &
Moskowitz, 2000) and groups (Kray & Galinsky,
2003), to enhance performance in the hidden
profile task (Liljenquist, Galinsky, & Kray, 2004),
and to reduce prejudice (Miller, Markman,
Wagner, & Hunt, 2013).

Here we decided to test the effect of counter-
factual priming on the three components of bi-
ased reasoning: selectively seeking hypothesis-
confirming evidence, neglecting alternative ex-
planations and unwillingness to reconsider the
default option in response to new information.
Biased search for information in line with prior
hypothesis or belief is a key component of the
confirmation bias, one of the most robust cog-
nitive deviations (Nickerson, 1998). Neglecting
alternative explanations is closely tied to many
cognitive biases. One of many examples is the
fundamental attribution error, manifested as
overestimation of internal factors and underes-
timation of external factors when evaluating
other people’s behavior (Ross, 1977). The last
one, sticking with the default, is at the heart of
status-quo bias — the tendency to prefer the
current state of affairs despite the existence of
better alternatives (Samuelson & Zeckhauser,
1988). These three tendencies are in sharp con-
trast to open-minded thinking (Baron, 1993) and,
therefore, represent barriers to rational judgment
and decision-making (e.g., Svedholm-Hakkinen
& Lindeman, 2018).

Besides examining the effect of mental simu-
lation on biased reasoning, we were also inter-
ested in its explanation, which has yet to be
empirically tested. In the context of the dual-
processes account of human reasoning (e.g.,
Wason & Evans, 1975), mental simulation is
believed to correspond to the System 2 pro-
cesses (Klein, 2008). In line with this assump-
tion, counterfactual thinking enhanced perfor-
mance on analytic problems (Kray, Galinsky, &
Wong, 2006; Markman, Lindberg, Kray, &
Galinsky, 2007). We, therefore, hypothesized
that the effect of mental simulation on tasks
which require both overriding automatic re-
sponses and considering alternatives is linked
to activation and inhibition of the two Systems.
Specifically, we expected that mental simulation
induced with a counterfactual scenario would
support the analytic System 2 processes and
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inhibit the intuitive System 1 processes, and
this would result in less biased reasoning. As a
proxy for intuitive versus analytic thinking we
chose cognitive reflection. A high score on the
cognitive reflection tests (Frederick, 2005;
Sirota, Kostovi¢ova, Juanchich, Dewberry, &
Marshall, 2018; Toplak, West, & Stanovich,
2014) means that the person is able to exert cog-
nitive effort, suppress their automatic incorrect
responses, and engage in deliberative thinking.
It is a very strong predictor of susceptibility
to cognitive biases (e.g., Toplak, West, &
Stanovich, 2011, 2014), rational choices and real-
life decision outcomes (e.g., Campitelli &
Labollita, 2010; Juanchich, Dewberry, Sirota, &
Narendran, 2016).

Taken together, we aimed at examining whether
counterfactual priming would mitigate biased
reasoning via changes in cognitive reflection.
We anticipated that thanks to mental simula-
tion, activated with a counterfactual scenario,
people would inhibit their intuition, engage in
analytic thinking, and their responses would
be less biased as a result. Specifically, they
would seek both hypothesis-confirming and
disconfirming evidence, they would consider
alternative explanations, and would be willing
to reconsider the default option when exposed
tonovel information.

Method
Participants

We assumed a counterfactual priming effect
similar to the one in Galinsky and Moskowitz’s
(2000) study, d=0.55. Based on a power calcu-
lation (two-sided tests, a =.05, 1 - £=.95), we
planned to recruit at least 314 participants in
total (adjusted for the assumption that one fifth
would fail to pass an attention check item). Four
hundred eighty-six people in a convenience
sample filled out our online questionnaire. Af-
ter excluding those who failed to pass the at-

tention check item, our final sample consisted
0f462 participants (60% female, 18 to 59 years,
M=24.3,5D=6.8). Two thirds were university
students. Concerning the study programs, the
participants were students or graduates in natu-
ral and technical sciences (48%), social sciences
and humanities (40%) or other fields (art, sport,
etc.; 12%).

Design and Procedure

The participants first answered basic socio-
demographic items. Afterwards, they solved a
first series of cognitive reflection items (CRT1).
Then, they were randomly redirected to one of
six groups, as depicted in Figure 1. These
groups represent three control groups (CG): CG
for Task 1, CG for Task 2, and CG for Task 3.
After solving one of the three tasks, all the par-
ticipants proceeded to our experimental manipu-
lation — the counterfactual priming. Next, we
asked them to solve one of the remaining two
tasks. For instance, roughly half of those who
solved Task 3 prior to the intervention, were
administered Task 1 after the priming. The other
half solved Task 2. Taken together, there were
six groups: Task 1 - Priming - Task 2, Task 1 -
Priming - Task 3, Task 2 - Priming - Task 1, etc.
As a result, there was a different composition
of the control and the experimental group for
each of the three tasks. Finally, the participants
answered a second series of cognitive reflec-
tion problems (CRT2). The two CRT tests were
administered in a randomized order. Priming ex-
posure acted as an independent variable, per-
formance in the three tasks as dependent vari-
ables, and correct and intuitive CRT scores (con-
trol group: CRT 1/ experimental group: CRT2)
as mediators.

Materials and Measures

We conducted two pilot studies in the first
phase of the research to empirically evaluate
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Figure 1 The design and procedure used in

stimuli and material. First, we adopted a
counterfactual scenario from Galinsky and
Moskowitz (2000) and pretested it with a sample
of 39 participants. The story concerned Jane, a
woman at a concert of her favorite band. She
switched her seat to have a better view but, as
aresult, she did not win a trip to Hawaii since
the winner was sitting exactly at the place she
had left. The other, neutral, scenario did not
contain this outcome — the winning seat had
nothing to do with Jane’s choice. The partici-
pants were asked to generate thoughts that
might run through Jane’s head after the con-
cert. Answers of the two groups (neutral vs.
counterfactual scenario) were coded by two
independent raters. Given a high reliability, »=
.82, p<.001, the pairs of ratings were averaged.
The neutral scenario produced significantly
less counterfactual thoughts than the counter-
factual scenario (M=0.3,SD=0.4vs. M=0.8,
SD=0.7, respectively), t(37)=-2.73, p=.010,
d =0.88. With respect to the results and in order
to increase the effectiveness of the manipula-

the experiment

tion, we added a sentence at the end of the
scenario: “On her way home, Jane is thinking of
what she would have gained and what she would
have lost if she had not switched her seat”.
The objective of the other pilot study (N =
26) was to prepare two short cognitive reflec-
tion tests (CRT) of roughly the same difficulty.
We tested the original CRT tasks (Frederick,
2005), their alternatives with a modified word-
ing (Kostovicova, Dudekova, & Koneény,
2013), new items from the extended version
(Toplak et al., 2014), and verbal CRT problems
(Sirota et al., 2018). We checked the items for
their difficulty, discrimination power, content
clarity and familiarity. Based on the results, we
designed two versions, consisting of 2 verbal
and 2 numerical tasks, for instance: “How many
of each animal did Moses take on the ark?”
(Sirota et al., 2018) or “Jerry received both the
15th highest and the 15th lowest mark in the
class. How many students are in the class?”
(Toplak etal., 2014, p. 151). Performance on the
two tests was almost identical (CRTa: M = 1.6,
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SD=1.0; CRTb: M=1.6,SD=0.9), #25)<0.01,
p=1.000, d <0.01. We coded the answers as
correct, intuitive or other. The scores of correct
as well as intuitive responses ranged from 0 to
4.

The indicators of biased reasoning focused
on selectively seeking hypothesis-confirming
evidence (Task 1), neglecting alternative expla-
nations (Task 2), and unwillingness to recon-
sider the default option in response to new in-
formation (Task 3). The first task was inspired
by Galinsky and Moskowitz (2000). The story
was about Tereza who attends speed-dating
and before the event starts, she spots a man
whose behavior suggests he is an introvert.
Since she knows she will have only one minute
to talk to him, she wants to prepare some ques-
tions to test whether her impression is correct.
The participants were asked to choose 5 out of
10 questions. Half of the questions captured
typical behavior of an introvert. These five “in-
troverted” questions were supposed to elicit
hypothesis-confirming answers (e.g., “Do you
like spending evenings at home?”’). The con-
tent of the other five questions concerned typi-
cal behavior of extroverts. These five “extro-
verted” questions were meant to elicit hypoth-
esis-disconfirming answers (e.g., “Do you like
meeting new people?””). The more introverted
questions and the fewer extroverted questions
a participant chooses, the more s/he seeks in-
formation that would support the initial hypoth-
esis of the man being an introvert. Thus, the
difference between the number of introverted
and extroverted questions (range: -5 to 5; -5:
extroverted questions only / +5: introverted
questions only) captures the level, to which a
person selectively seeks hypothesis-confirming
evidence.

In the second task, the participants were
asked to imagine that they have a new colleague,
Adam. He seems hardworking, diligent, and
punctual, yet his mood and behavior are strange
and unpredictable. After the scenario, which
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provided both reasons for situation- and per-
sonality-based explanations of Adam’s actions,
the participants answered three questions on
7-point Likert scales. The first two items were
only distractors and concerned their overall
impression and their view on the colleague’s
potential. The third, crucial one focused on the
explanation of the colleague’s unstable behav-
ior (-3: situational factors only; 3: colleague’s
personality only). We were interested in
people’s preference for one or the other cat-
egory (situation vs. personality), but our main
focus was on the absolute score (range 0 to 3).
Thus, given the doubts on the robustness of
the fundamental attribution error (e.g., Malle,
2006), and since human behavior is generally
influenced by both internal and external fac-
tors, and the scenario did not encourage pref-
erence for any of them, the participants should
have considered both explanations. Thus, the
higher the score the more a person neglects an
alternative explanation.

The last task was about vaccination against
HPV (human-papillomavirus, the main cause of
cervical cancer). The participants were informed
that this vaccine is not mandatory in Slovakia.
After being provided with arguments on pos-
sible benefits of the vaccination, and on the
risks of side-effects as well (Kostovicova,
Basnakova, & Bacova, 2017), they answered
two questions. The first one concerned whether
vaccination is one of the greatest discoveries
of medicine or rather one of its most controver-
sial topics. In the other — critical one, the par-
ticipants expressed whether they would be will-
ing to reconsider the default option (non-man-
datory vaccination) in response to new infor-
mation provided (no/yes).

Results
First of all, scores ofthe correct CRT answers

in the two measurements were moderately cor-
related, r= .41, p<.001, and so were the scores
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of the intuitive answers, » = .36, p <.001. The
numbers of correct CRT answers, r=-.19, p =
.001, and intuitive CRT responses, »=.16, p =
.006, in the second measurement correlated with
selectively seeking hypothesis-confirming evi-
dence. We found no significant correlation be-
tween the three indicators of biased reasoning.

There was no substantial effect of experimen-
tal manipulation on correct CRT responses, re-
gardless of the specific order. Overall, the CRT
scores before and after intervention were very
similar (M=2.0,SD=1.2vs.M=1.9,SD=1.2),
t(461) = 1.54, p = .324, d = 0.10. However,
counterfactual priming reduced intuitive CRT
responses (M=1.3,SD=1.2vs. M=1.0,SD=
1.0), 1(461) = 6.04, p < .001, d = 0.40. It also
enhanced the number of other, incorrect but
non-intuitive, answers (M = 0.7, SD = 0.9 vs.
M=1.2,5D=1.2),4461)=-7.24,p<.001,d=
0.48. These patterns were the same when we
separately analyzed changes in performance in
verbal and numerical CRT problems. Taken to-
gether, mental simulation prompted with a
counterfactual scenario helped override auto-
matic intuitive responses but failed to suffi-
ciently help the participants to come up
with correct solutions.

At the same time, responses in the third task
remained unaffected. Specifically, two thirds of
the control (66%, n=107) and the experimental
group (68%, n = 101) expressed that vaccina-

0O Control group
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tion is one of the greatest discoveries of medi-
cine rather than one of its most controversial
topics, ¥*(1)=10.11, p=.745, ¢ =.02. And, more
importantly, willingness to reconsider the de-
fault option was also almost identical in the
control (44%, n=90) and the experimental group
(43%, n=285), x(1)=0.07, p=.791, 0 = .02.
Correlation between the two responses was sig-
nificant, yet weak, r,= .22, p<.001.

As for the assessment of the colleague’s be-
havior, responses of the experimental group were
more in line with the situational explanation
(MRank = 146.0) compared to the control group
(MRank = 159.3), yet the difference was non-
significant, M-WU=10538.5,p=.175,r, =0.08.
When comparing the level to which one ne-
glects an alternative explanation, we found that
the score was significantly higher in the con-
trol group (M =1.8,SD=1.0vs. M=1.4,SD=
1.0), #(302) = 3.55, p < .001, d = 0.41. Thus,
counterfactual priming enhanced considering
alternative explanations.

Comparisons of the numbers of introverted
and extroverted questions (range 0 to 5), and
the overall score (range -5 to 5) for the “speed-
dating” task are presented in Figure 2. The num-
ber of hypothesis-confirming (introverted)
questions was slightly higher in the control
group, but without a significant difference,
t(307)=1.76, p=.080, d=0.20. The number of
hypothesis-disconfirming (extroverted) ques-

@ Experimental group

5
4
3 +— -
2E T
2 =s -
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Introverted Extroverted Score (IQ-EQ)
questions questions

Figure 2 Comparison of hypothesis dis/confirming choices
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tions was significantly higher in the experimen-
tal group, #(307)=-2.43, p=.016,d=0.28. And
finally, the overall score was significantly higher
in the control group, #(307)=2.17,p=.031,d=
0.25, which means that counterfactual priming
reduced selectively seeking hypothesis-con-
firming evidence.

Since the counterfactual priming did not af-
fect correct CRT responses and willingness to
reconsider the default option, we performed two
mediation analyses (Hayes, 2013) with priming
as an independent variable and intuitive CRT
responses as a mediator. In the first tested model
with considering alternative explanations as a
dependent variable, only the effects of inter-
vention were significant. The other tested model
with seeking hypothesis-confirming evidence
is depicted in Figure 3. We found that the num-
ber of intuitive CRT answers mediated the ef-
fect of counterfactual priming on selectively
seeking hypothesis-confirming evidence. Yet,
the indirect effect (-0.083) and the R-squared
mediation effect size (.004) were quite small.
Order ofthe two CRT versions was entered as a
covariate.

Discussion
Cognitiveerrors are costlyand are getting cost-

lier; therefore, the main challenge for the current
judgmentanddecision-making research is devel-

opment of improvement strategies (Milkman,
Chugh, & Bazerman,2009). Debiasing efforts can
be focused either on modification ofthe environ-
ment (such as helpful external representations)
or the decision makers themselves (such as cul-
tivatingrationality viatraining). Both approaches
have their pros and cons but — except for some
nudge techniques —their implementation in the
real-world settings poses many pragmatic diffi-
cultiesand requires a lot oftime and effort. Previ-
ous research showed that mental simulation
prompted with a counterfactual scenariorepre-
sents a “fast and frugal” way of reducing biases
for which considering alternatives is crucial
(Galinsky & Moskowitz, 2000; Kray & Galinsky,
2003; Liljenquist etal.,2004; Miller etal.,2013).
Given the link between higher performance in
analytic problems and counterfactual thinking
(Krayetal.,2006; Markman etal., 2007), we hy-
pothesized that the effect of mental simulation on
biased reasoning would be mediated by changes
in cognitivereflection. In other words, we antici-
pated that exposure to counterfactual scenario
would result in lower levels of seeking hypoth-
esis-confirming evidence, ignoring alternative
explanations, and unwillingness toreconsider the
defaultoption thanks to inhibiting intuitive Sys-
tem 1 processesand activating deliberative Sys-
tem 2 thinking.

We found that counterfactual priming failed
to enhance the cognitive reflection scores, yet

ab=-0.08, CI[-0.23, -0.01]

Intuitive answers g

a=-0.31 b=0.27
p=.016 p=.036
Counterfactual ¢=-0.62,p=.031 Seeking hypothesis-
priming 3 ¢ =-0.54, p= 062 confirming evidence s _s,

Figure 3 Intuition inhibition as a mediator of the effect of counterfactual priming on selectively

seeking hypothesis-confirming evidence
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it reduced the level of intuitive responses. This
means that mental simulation mindset helped in
suppressing appealing automatic answers but
was not efficient in generating the correct ones
instead. As Stanovich (2018) points out, some
cognitive errors cannot be unambiguously
credited to miserly processing. Thus, sometimes
people miss some important mindware compo-
nent, such as knowledge of scientific and proba-
bilistic reasoning, or math skills. Given the
strong association of the CRT with numeracy
(e.g., Liberali et al., 2012), cognitive reflection
performance might represent a quite stable in-
dividual disposition, which is rather difficult to
change (e.g., Stagnaro, Pennycook, & Rand,
2018). Yet, a positive effect of mental simulation
on intuition inhibition is a promising finding,
which deserves further examination.

The other case, which contradicted our as-
sumptions, is finding no effect of the experi-
mental manipulation on the willingness to re-
consider the default option in response to new
information. We suppose the explanation is
twofold. First, we chose a quite controversial
and emotionally charged topic, which polarizes
society into two opposite groups, one of which
is significantly smaller in number (Masaryk &
Hatokova, 2016; Tvardzik, 2015). Thus, people’s
preferences might be so strong that they are
resistant to such a simple debiasing method.
This is in line with our previous findings on
domain specificity of the effects of counterfac-
tual thinking (Strachanova & Grezo, 2018). In
addition, maybe the participants refused to re-
consider the default option not because they
are against vaccination as such but because
we used the term “mandatory”. Next time we
would replace the forced binary choice with a
Likert scale as well. We also plan to further in-
vestigate the moderating role of the domain in
debiasing via mental simulation.

On the other hand, counterfactual priming
substantially facilitated search for hypothesis-
disconfirming evidence and consideration of

alternative explanations. These patterns sug-
gest that mental simulation might help in over-
coming cognitive failures such as belief bias,
confirmation bias, fundamental attribution er-
ror, myside bias, self-serving bias, survivorship
bias, and many more. It is even more promising
when we take into account that counterfactual
thinking can be systematically trained
(Hendrickson, 2008), so it becomes a natural
component of one’s cognitive strategy reper-
toire. Mental simulation toward future, for in-
stance, is a typical supporting strategy in natu-
ralistic decision-making (Klein, 2008; Klein et
al., 2003). Counterfactual thinking might there-
fore become a part of training for managers,
teachers and other professionals, and can be
utilized in educational campaigns. In order to
determine whether it is appropriate to use
counterfactuals in direct or indirect debiasing
methods, we need to explore the nature of the
bias (Kahn, Luce, & Nowlis, 2006). Most impor-
tantly, we have to know whether the decision
maker is aware of the underlying processes lead-
ing to the bias. Since we believe that the three
components of biased reasoning we have fo-
cused on in our research are largely subcon-
scious, indirect debiasing method is a proper
strategy for their reduction. Although the ef-
fects of counterfactual priming are short-term
only, indirect debiasing strategies eliminate
some of the barriers associated with direct in-
terventions, such as bias blind spot or perceived
relevance (Lilienfeld, Ammirati, & Landfield,
2009).

The current study has several limitations, out
of which two were already mentioned: CRT asa
problematic measure of analytic (or intuitive)
reasoning, and the task with mandatory vacci-
nation and a binary question as a problematic
measure of willingness to reconsider the de-
fault option. Instead of a Likert scale, an open
question for participants to state their own rea-
sons for a colleague’s behavior might produce
more ecologically valid answers in the task on
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neglecting alternative explanation. In the last
task on selectively seeking hypothesis-confirm-
ing evidence, a few neutral questions (neither
introverted nor extroverted) might help as
distractors. Overall, multiple tasks to measure
the same aspect of biased reasoning and com-
posite scores would ensure results of a higher
reliability. We also admit that our sample was
not representative, especially in terms of age
and education. And, most importantly, we can-
not consider our search for explanation of
debiasing power of mental simulation success-
ful. Although intuition inhibition mediated the
effect of counterfactual priming on seeking hy-
pothesis-confirming evidence, the indirect ef-
fect was rather small and the finding is incon-
clusive.

Thus, future research should address the
missing parts of the “counterfactual priming”
puzzle. First, the mediators of the effect: either
analytic thinking measured in a different way,
or some other constructs that are linked to bi-
ased reasoning and cognitive performance, such
as open-mindedness (e.g., Svedholm-Hékkinen
& Lindeman, 2018) or metacognitive awareness
(Schraw, 1998). Future research should focus
on moderating variables as well. These might
be some personal characteristics which make
people less or more resistant to the interven-
tion, and task features as well. According to the
recent neuroscience findings (De Brigard,
Spreng, Mitchell, & Schacter, 2015), for in-
stance, effectiveness of the counterfactual prim-
ing might depend on whether the protagonist
in the scenario is an unknown person or the
participant. Another moderator worthy of in-
vestigation is mental simulation toward past
versus future. Follow-up studies could also fo-
cus on particular cognitive biases, which have
not been tested under the mental simulation
condition. Last but not least, the effect of men-
tal simulation as both indirect and direct
debiasing strategy should be tested in the real-
world settings.
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