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In the years following the reproducibility crisis in behavioral sciences, increased attention of the scientific 
community has been dedicated to the correct application of statistical inference and promotion of open 
science practices. In the present survey, we contacted psychology researchers, lecturers, and doctoral 
students from all universities in Slovakia and the Slovak Academy of Sciences via email. Together we re-
ceived answers from 65 participants. Questions in the survey covered the most common misconceptions 
about statistical hypothesis testing, as well as awareness, attitudes, and barriers related to the adherence 
to open science practices. We found a high prevalence of statistical misconceptions, namely related to 
the interpretation of p-values and interpretation of null results. At the same time, participants indicated 
mostly positive attitudes towards open science practices, such as data sharing and preregistration, and 
were highly interested in further training. These results provide an insight into the needs of the Slovak 
psychology research community. This is an important step in the further dissemination of open science 
practices and the prevention of common statistical and methodological errors.  
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Introduction

In recent years, reproducibility and 
robustness of research findings have 

been widely discussed across disci-
plines (e.g., Camerer et al., 2018; Klein 
et al., 2018; Open Science Collabora-
tion, 2015). The term reproducibility 
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crisis1 (Baker, 2016) has been used to describe 
the state of low replicability of empirical re-
search in psychology (Open Science Collabo-
ration, 2015; Klein et al., 2018), as well as in 
other disciplines, such as economics (Camer-
er et al., 2016), cancer research (Begley & Elis, 
2012; Errington et al., 2021), or neuroscience 
(Carp et al., 2012).

Throughout the years, several factors con-
tributing to low replicability rates have been 
identified. These factors include methodolog-
ical errors, low statistical power, publication 
bias, and questionable research practices (Io-
annidis, 2005). Questionable research practic-
es involve, for instance, undisclosed flexibility 
during data analysis to obtain a significant re-
sult (p-hacking; Simmons et al., 2011; John et 
al., 2012) or hypothesizing after the results are 
known (HARKing; Kerr, 1998). Surveys have 
shown that these practices are disturbingly 
prevalent among researchers (Agnoli et al., 
2017; John et al., 2012; but see also Fiedler & 
Schwarz, 2016), while simulations show that 
they substantially inflate error rates in re-
search (Ioannidis, 2005).

While the high prevalence of questionable 
research practices is often discussed in the 
context of research misconduct, another side 
of the problem points toward a widespread 
misunderstanding or misinterpretation of sta-
tistical inference. Researchers are not immune 
to common cognitive biases and simplifica-
tions, especially when dealing with unintuitive 
concepts like probability, which are essential 
in hypothesis testing (Nuzzo, 2016). Lack of 
understanding of statistical inference could 
be one of the key factors contributing to the 
use of questionable practices in data analysis. 
As statistical misconceptions are fairly com-

1 Although some authors differentiate the terms repli-
cability and reproducibility (for further discussion see 
e.g., Nosek et al., 2022), for the sake of simplicity we will 
use the term reproducibility crisis in this manuscript in 
a more general sense in accordance with Baker (2016).

mon (Haller & Kraus, 2002), they cause not 
only conceptual but also practical problems 
(Wetzels et al., 2011), and they complicate our 
understanding of psychological phenomena 
(Wagenmakers et al., 2011). 

Because Null Hypothesis Significance Test-
ing (NHST) is still the most prevalent infer-
ential approach in psychology and related 
disciplines (Amrhein et al., 2019; Cumming 
et al., 2007), common misinterpretations of 
NHST concepts pose a serious problem. They 
often result from the practice of NHST, which 
is an unambiguous amalgam of Fisher’s and 
Neyman-Pearson’s approaches (Dienes, 2008; 
Perezgonzalez, 2015), leading to confusion in 
the interpretation of p-value or omission of 
crucial steps in research planning (e.g., pow-
er analysis for sample size determination). 
Previous research has shown that misunder-
standings and oversimplifications of NHST are 
prevalent not only among students but also 
among senior researchers and even method-
ology teachers (Haller & Kraus, 2002). Most 
common NHST misconceptions concern the 
erroneous assumptions that the p-value rep-
resents the probability of the null hypothe-
sis being true (“inverse probability fallacy”); 
that p-value is a measure of effect (“effect 
size fallacy”), or the probability the result 
will replicate in further studies (“replication 
fallacy”, Nickerson, 2000; Badenes-Ribera et 
al., 2016; Goodman, 2008; Greenland et al., 
2016; Ropovik, 2017). Another pervasive mis-
conception is related to the interpretation 
of negative results, for example, mistaking 
the absence of evidence for the evidence of 
absence of an effect (Altman & Bland, 1995;  
Alderson, 2004). 

In the present debate on statistical miscon-
ceptions, many authors have emphasized the 
importance of moving beyond p-values (Am-
rhein et al., 2019), calling for augmentation 
or even replacement of NHST by reporting ef-
fect sizes (e.g., Kelley & Preacher, 2012), con-
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fidence intervals (e.g., Cumming, 2013), or 
Bayesian approach to hypothesis testing (e.g., 
Dienes & Mclatchie, 2018; Wagenmakers et 
al., 2018). However, a solution does not have 
to be a replacement of NHST by other meth-
ods, but by properly understood and applied 
NHST (Lakens, 2021). Identification of statisti-
cal misconceptions and consequent training is 
still a present-day problem. 

In recent years, many advancements in 
research reproducibility have taken place. 
These include the promotion of open science 
practices (e.g., Munafo et al., 2017; Nosek 
et al., 2012), which bring more transparency 
into the researchers’ decisions and data ana-
lytic processes. These cover practices such as 
preregistration of research hypotheses that 
enable clear distinction between what was 
and what was not predicted (Nosek et al., 
2018); and sharing of datasets, materials, and 
analytical code, which enable others to re-run 
the analysis or reuse the data (Murray-Rust, 
2008; Nosek et al., 2012). Nevertheless, eval-
uating the interest of the research community 
and perceived obstacles is very important in 
the progress toward open science.

To help mitigate the statistical misconcep-
tions and facilitate the use of open science 
practices in a local context, we present data 
from a survey on analytic practices of Slo-
vak psychology researchers. The aim of the 
present study is twofold. First, to identify the 
most common errors in understanding and 
interpretation of statistical concepts and es-
timate their prevalence among Slovak psy-
chology researchers a decade into the repro-
ducibility crisis. Second, we aim to examine 
researchers’ attitudes toward open science 
practices, perceived barriers, and demand 
for further training in this topic. Having this 
information is crucial as it could help target 
the weak spots and tailor more effective train-
ing and education (e.g., workshops, webinars, 
seminars, or courses) for both academics and 

students in the Slovak context and language. 
Furthermore, data from a survey like this are 
important to compare with findings from oth-
er countries and cultural backgrounds.

Methods

Participants and Procedure 

We have reached Slovak researchers, uni-
versity lecturers, and professors, as well as 
doctoral students in the field of psychology, 
whose professional email contacts were avail-
able on their institution websites in spring 
2020 (N = 347). The data was collected in two 
phases. In the first wave, data were collected 
between May 11 and May 30, 2020, via Mi-
crosoft Forms. Due to a technical error, the 
data collection was terminated prematurely 
with the loss of some data. Data collection 
continued from January 13 to May 21, 2021, 
via Qualtrics software. In the second run, par-
ticipants were asked to indicate if they partic-
ipated in this survey about a year ago. None 
of the participants answered yes to this item2. 

The study protocol followed the Declaration 
of Helsinki and was approved by the Ethics 
Committee of the Faculty of Arts, Comenius 
University, Bratislava, Slovakia with the num-
ber EK05/2020.

Altogether, 65 academics participated in 
the survey (17.4% of the contacted sample). 
Data from 14 and 51 participants were avail-
able from the first and the second wave of 
data collection, respectively. As we aimed to 
include participants who completed at least 
20% of the survey, two participants (specif-
ically, had the progress of 2%) were exclud-
ed from the analyses. Only 40 participants 
(11.5% of the contacted sample) have com-
pleted the whole survey. For each part of the 
2 Note that there are some minor differences between 
items in the first and the second data collection. These 
are reflected upon in the limitations.
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survey, we report as much data as possible 
given the completion rate. In sum, we were 
able to use data from 52 to 63 participants 
for the items on demographic characteris-
tics, work experiences, preferences, and per-
ceived barriers regarding open science prac-
tices, data from 47 participants for the items 
concerning statistical/methodological knowl-
edge, and data from 40 participants for two 
tasks that involved interpretation of statistical 

results. Naturally, the sample size limits the 
precision of the estimates presented below. 
For more detailed characteristics of the par-
ticipants, see Table 1.

Survey 

The online survey was presented in the Slo-
vak language. It consisted of three parts, the 
first covered the demographic characteristics  

Table 1 Characteristics of the research sample 
Variable N or Mean Percentage or SD 
Gender   
   Female 40 63.5% 
   Male 21 33.3% 
   Other/NA   2 3.2% 
Position   
   Academic 46 73% 
   Ph.D. student 17 27% 
Years in academia 10.4 8.6 
Teaching methodology or statistics courses 23 43.4 
Total number of papers authored    
   0-10 23 39.7% 
   11-25 12 20.7% 
   26-50   7 12.1% 
   51-100   9 15.5% 
   100+   7 12.1% 
Data analysis performed   
   Alone 31 54.4% 
   In collaboration 18 31.6% 
   Someone other from the team   5 8.8% 
   External statistician   1 1.8% 
   Other   2 3.5% 
Statistical software used (more than one option)   
   SPSS 50 87.7% 
   PSPP   5 8.8% 
   Excel (or MS Office) 16 28.1% 
   R   9 15.8% 
   JASP 11 19.3% 
   Jamovi 12 21.1% 
   Other   4 7.0% 
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of the sample, including the questions on the 
number of authored studies, experience with 
supervising students, teaching methodologi-
cal or statistical courses, etc. (for an outline 
of the questions and results, see Table 1 and 
the supplementary material). The second part 
covered questions on attitudes toward repli-
cation studies and open science practices. In 
this part, the participants were asked to rate 
their interest in methodology and statistics, 
rate their trust in published findings, and sub-
jectively compare their understanding and 
quality of statistics and methodology in their 
papers with their peers (all on a scale from 0 
to 100, with a higher number indicating high-
er quality). This was followed by several items 
focused on experience and attitudes towards 
topics like preregistration, data sharing, the 
distinction between exploratory and confir-
matory research, and meta-analysis. Besides 
the participants’ awareness of these issues, 
we were interested in the obstacles the par-
ticipants perceive in implementing open sci-
ence practices in their research. In the third 
part, items concerning common misinterpre-
tations in statistical inference were surveyed 
in a quiz-like manner. These covered topics 
of NHST (e.g., understanding of p-value), ef-
fect sizes, confidence intervals, and basics 
of Bayesian statistics. Some of the questions 
were based on previous surveys (Haller & 
Kraus, 2002), on misconceptions discussed 
in the published literature (e.g., Gelman & 
Stern, 2006; Greenland et al., 2016), and on 
the materials from the course “Improving 
your statistical inferences” by Lakens (2016). 
The survey questions in Slovak are available in 
the supplementary materials.

Statistical Analysis 

Considering the purpose of the present study, 
descriptive statistics were used. To account 
for the sample size limitations, we comput-

ed 95% CIs around the prevalence estimates 
via an online calculator (see Kohn & Senyak, 
2022). All analyses were performed in R. 
Items were analyzed one by one, however, 
answers to questions about NHST, effect sizes, 
confidence intervals, and basics of Bayesian 
statistics were also analyzed by calculating an 
overall performance score. Please note that in 
some instances, it was not possible to precise-
ly determine if a participant skipped the item 
or did not know the correct answers. In such 
cases, we used the best guess. This, howev-
er, has only a minor effect on the results and 
does not change them substantially. Data, 
analytical script, and more detailed results 
are available in the supplementary material 
(https://osf.io/nw5a4/).

Results

In general, on a scale from 0 to 100 (50 de-
fined as subjectively perceived average in 
the population of researchers), the partici-
pants have indicated relatively high interest 
in methodology (M = 72.77, SD = 22.07), and 
above average satisfaction with their statis-
tical practices (M = 63.63, SD = 21.97). They 
perceived both their statistical (M = 60.56,  
SD = 22.59) and methodological practices  
(M = 64.88, SD = 19.79) as slightly better com-
pared to other researchers. The participants’ 
trust in published literature was moderate to 
high (M = (69.96, SD = 18.1).

Statistical Knowledge and Misconceptions 

We asked participants to indicate whether 
they use NHST, confidence intervals (CIs), 
effect sizes, and Bayesian statistics. Seven-
ty-nine percent (95%CI [64%, 89%]) of the 
participants use NHST, 15% (95%CI [6%, 28%]) 
stated they know it, but do not use it, while 
only 6% (95%CI [01%, 18%]) reported they do 
not use nor know this approach. Forty-eight 

https://osf.io/nw5a4/
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percent (95%CI [32%, 63%]) indicated us-
ing confidence intervals, 25%, (95%CI [13%, 
40%]) stated they know CIs, but do not use 
them, while 27% (95%CI [15%, 43%]) do not 
use nor know this approach. For the topic of 

effect sizes, 67%, (95%CI [51%, 81%]) indicat-
ed they usually report an effect size measure, 
16%, (95%CI [7%, 31%]) do not report effect 
sizes but know about them, and 16% (95%CI 
[7%, 31%]) do not report nor know the con-

Table 2 Prevalence of misconceptions about p-values (N = 47) 
Misconception Yes/Agree 

[95% CI] 
No/Disagree 

[95% CI] 
Does not 

know/does not 
want to answer 

[95% CI] 
a/ P-value represents the probability of the 
null hypothesis being true. 

35% 
[21%, 50%] 

52% 
[37%, 67%] 

13% 
[5%, 26%] 

b/ If p = 0.01 in one study and p = 0.09 in a 
second study, does it mean that a larger 
effect was observed in the first study 
compared to the second study? 

22%  
[11%, 36%] 

70% 
[54%, 82%] 

8% 
[2%, 21%] 

c/ P-value represents the probability that 
our result is the result of chance. 

41% 
[27%, 57%] 

43% 
[29%, 59%] 

15% 
[6%, 29%] 

d/ If we obtain a statistically non-significant 
result (p > 0.05), we accept the null 
hypothesis (i.e., we conclude that the 
examined effect does not exist). 

53%  
[38%, 68%] 

33% 
[20%, 49%] 

13% 
[5%, 27%] 

e/ If you test the same hypothesis in two 
populations (e.g., male and female), with p 
< 0.05 in one sample and p > 0.05 in the 
other sample, does it mean that there is a 
significant difference between the groups? 

40%  
[26%, 56%] 

44% 
[30%, 60%] 

16% 
[6%, 29%] 

f/ If there is no examined effect in the population (i.e. the null hypothesis is true): 

    there is a greater chance that we will get a high p-value than a low one 49% 
[34%, 64%] 

    there is a greater chance that we will get a low p-value than a high one 9%  
[2%, 21%] 

    all p-values are equally likely 20% 
[10%, 35%] 

    I don’t know/I don’t want to answer 22% 
[11%, 37%] 

Note. Correct answer to questions a - e is No/Disagree; correct answer to question f is „all              
p-values are equally likely”. The correct answers are highlighted in italic. 

 

 



62 Studia Psychologica, Vol. 65, No. 1, 2023, 56-70

cept of effect sizes. The usage of Bayesian 
statistics was reported by 7% (95%CI [1%, 
19%]) of the participants, 33% (95%CI [19%, 
49%])  do not use it but know it, while 60% 
(95%CI [44%, 75%]) do not know nor use this 
approach.

In the quiz-like part of the survey, we tested 
the participants’ knowledge of statistical con-
cepts and the prevalence of statistical mis-
conceptions by asking them 14 questions, six 
related to p-values, three to confidence inter-
vals, two to effect sizes, one to statistical pow-
er, and two to Bayesian statistics. The number 
of correct answers (out of 14) ranged from 
0 to 13, with M = 5.71 and SD = 3.45 (about 
39% of correct answers). More specifically, 
the mean score for the p-value questions was 
2.55 (SD = 1.77) (out of 6), the mean score for 
the confidence interval questions was 0.94 
(SD = 0.92) (out of 3), the mean score for the 
effect size questions was 0.84 (SD = 0.72) (out 
of 2), the mean score for the statistical power 
question was 0.45 (SD = 0.50) (out of 1), and 
the mean score for the items on Bayesian sta-
tistics was 0.70 (SD = 0.78) (out of 2). Table 
2 summarizes answers to questions concern-
ing misconceptions about p-values. For even 
more detailed results from the items related 
to CIs, effect sizes, power, and Bayesian statis-
tics see the supplementary materials.

Sample size justification. We also asked the 
participants how they determine the required 
sample size in their studies (with the possibil-
ity of selecting multiple answers). Only 35% 
(95%CI [23%, 48%]) of the participants stated 
they calculate a priori power analysis to de-
termine sample size, with 27% (95%CI [17%, 
40%]) stating they compute a priori power 
analysis with a predetermined smallest effect 
size of interest (SESOI; Lakens et al., 2018), 
and 19% (95%CI [10%, 31%]) with the effect 
size estimate based on similar studies (there 
is a substantial overlap between both an-
swers). Other methods were the usage of a 

conventional rule (rule of thumb) to set the 
minimum sample size in 16% (95%CI [8%, 
27%]) and the determination of the sample 
size based on financial and time constraints 
in 35% (95%CI [23%, 48%]). About 8% (95%CI 
[3%, 18%]) do not consider sample size before 
data collection at all.

Applied tasks. Finally, in the applied tasks, 
the participants were shown two results of 
t-tests that included corresponding t-sta-
tistics, degrees of freedom, p-values, 95% 
confidence intervals, Cohen’s d’s, and BFs10. 
The first scenario was accompanied by 8 
statements and the second scenario was ac-
companied by 7 statements. In both cases, 
3 of the statements were true. In the first 
scenario, 35% (95%CI [21%, 52%]) of partic-
ipants marked one correct response, 15% 
(95%CI [6%, 30%]) two correct responses and 
2% (95%CI [0%, 13%]) of the sample correct-
ly selected all three options. Similar results 
were observed for the second scenario with 
35% (95%CI [21%, 52%]) of the participants 
marking one correct answer, 17% (95%CI [7%, 
33%]) two correct answers, and 5% (95%CI 
[0%, 17%]) having all the three answers cor-
rect.

Attitudes, Barriers, and Demands 

In the second part of the survey, we asked 
about attitudes, perceived barriers, and de-
mand for further training in statistical and 
methodological practices. The main topics 
covered here were replication studies, pre-
registration of hypotheses, differentiation 
between exploratory and confirmatory re-
search, data sharing, and meta-analysis.

Replication. The need for replication was 
perceived as highly relevant (M = 83.39, 
SD = 15.7). Almost 35% (95%CI [23%, 48%]) 
have experience with conducting a replica-
tion study (10 out of these 22 participants 
report multiple experiences), while 47.6% 
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(95%CI [35%, 61%]) have never conducted 
a replication. The majority of participants, 
86.5%, (95%CI [74%, 94%]), plan to or con-
sider replicating their studies in the future. 
The most common barriers to conduct a rep-
lication were that researchers prefer to focus 
on new problems 36.5% (95%CI [24%, 51%]), 
followed by a perceived difficulty to publish 
replications, 28.8% (95%CI [17%, 43%]), a lack 
of support from the affiliated institutions, 
17.3%, (95%CI [8%, 30%]), and the opinion 
that putting effort into replications will slow 
down their careers 3.8% (95%CI [0%, 13%]).

Preregistration. Sixty-three percent (95%CI 
[49%, 76%]) of participants reported that they 
know what preregistration is. In the second 
question, participants indicated the perceived 
importance of preregistration (M = 68.55,  
SD = 27.64) using a scale from 0-not important 
at all to 100-absolutely important. About 14% 
(95%CI [7%, 25%]) of the participants have al-
ready preregistered a study and almost 40% 
(95%CI [28%, 53%]) plan to do so in the fu-
ture. Besides not knowing about preregistra-
tion at all, we identified the following barriers 
preventing preregistering a study: a lack of in-
formation about preregistration, 25%, (95%CI 
[14%, 39%]); lack of guidelines and standards 
on how to prepare preregistration, 17.3%, 
(95%CI [8%, 30%]); fear that it will complicate 
the publication process, 9.6% (95%CI [3%, 
21%]); difficulty to formulate hypotheses a 
priori, 9.6%, (95%CI [3%, 21%]); and consid-
ering the problem of preregistrations to be 
unimportant, 8%, (95%CI [2%, 19%]).

Exploratory and confirmatory research. 
A related issue is a clear differentiation be-
tween exploratory and confirmatory research 
practices. On a scale where 0 = completely ex-
ploratory and 100 = completely confirmatory, 
the participants indicated that their research 
is somewhere in the middle (M = 54.3, SD = 
24.5), while they consider the differentiation 
between the two to be an important issue  

(M = 80.1, SD = 18.64). When asked about 
distinguishing exploratory from confirma-
tory parts in their work, 73% (95%CI [60%, 
83%]) of the participants stated they gen-
erally differentiate between the two, 21% 
(95%CI [11%, 33%]) sometimes differentiate 
between the two, and 6% (95%CI [1%, 16%]) 
reported that they do not discriminate explor-
atory from confirmatory research at all. 

Data sharing. In general, the participants 
support the importance of data sharing  
(M = 75.21, SD = 22.06). On the other hand, 
less than 30% (95%CI [17%, 43%]) have expe-
rience with sharing data with their research 
(about one-third of them share data regular-
ly). About 64% (95%CI [49%, 76%]) would like 
to try it in the future, whereas 8% (95%CI [2%, 
19%]), refrain from or were against data shar-
ing. The main barriers preventing data sharing 
were the fear that data will be misused, 34% 
(95%CI [21%, 49%]), lack of technical back-
ground and knowledge of how to share data, 
21.3% (95%CI [11%, 36%]), fear of exposing 
mistakes, 17% (95%CI [8%, 31%]), giving a 
possible advantage to competing research-
ers 10.6% (95%CI [4%, 23%]), and a lack of 
support from collaborators 6.4% (95%CI [1%, 
17%]).

Meta-analysis. Despite the indisputable 
importance of evidence synthesis, the topic 
of meta-analysis is highly underrepresent-
ed in the Slovak context. As such, we asked 
the participants about their experience with 
meta-analyses. Only 6% of the participants 
(95%CI [1%, 16%]) indicated they co-au-
thored a meta-analysis. The perceived impor-
tance of meta-analyses in scientific publishing 
on a scale from 0 to 100 was M = 84.12 (SD = 
15.45), while the participants’ self-evaluation 
of understanding the outputs of a meta-anal-
ysis was M = 63.85 (SD = 22.79).

Additional training. The vast majority, 
96.1% (95%CI [87%, 99%]) of the partici-
pants expressed their interest in additional 
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training in open science practices, statistics, 
and quantitative methodology. More specif-
ically, we identified the greatest demand for 
training in the following areas: meta-analysis 
67.3% (95%CI .53%, 80%]), preregistration 
61.5% (95%CI [47,% 75%]), reporting of re-
sults 61.5% (95%CI [47%, 75%]), questionable 
research practices and how to avoid them, 
57.7% (95%CI [43%, 71%]), sample size de-
termination 55.8% (95%CI [41%, 70%]), data 
sharing 53.8% (95%CI [40%, 68%]), doing 
replications 50% (95%CI [36%, 64%]), sharing 
of reproducible analytic code 30.8% (95%CI 
[19%, 45%]), and equivalence testing, 9.6% 
(95%CI [3%, 21%]).

Discussion 

The present paper provides the results of a 
survey on the frequency of statistical miscon-
ceptions among psychology researchers and 
Ph.D. students in Slovakia. The survey also 
monitors their attitudes toward open science. 
Besides mapping general attitudes to open 
science practices, we identify the barriers pre-
venting people from adhering to open science 
practices and discuss potential solutions. 

Overall, the 18% response rate results in 
a relatively small sample, as the population 
of psychology researchers, lecturers, and 
postgraduate students in Slovakia is limited. 
However, the achieved response rate is com-
parable to other similar surveys, for example, 
a survey of open science practices done in 
Germany (Abele-Brehm et al., 2019), or an in-
ternational survey on attitudes towards data 
sharing (Houtkoop et al., 2018). 

Statistical Misconceptions 

Our estimates of the frequency of statistical 
misconceptions among Slovak psychology re-
searchers could be put into perspective by a 
comparison with other surveys, such as the 

one from Germany (Haller & Kraus, 2002), 
Spain (Badenes-Ribera et al., 2015), or Ita-
ly and Chile (Badenes-Ribera et al., 2016). 
The “inverse probability fallacy” which was 
described as the most frequent in previous 
surveys tested via the statement “p-value 
represents the probability of the null hy-
pothesis being true” was correctly rejected 
by 52% of our sample. This is between the 
estimates from Spain (42%, Badenes-Ribera 
et al., 2015) and estimates from Germany 
(74%; Haller & Kraus, 2002), Italy, and Chile 
(76.2%; Badenes-Ribera et al., 2016). Howev-
er, the frequency of the rejection of the mis-
conceptions relies on the way the statement 
is formulated, as our estimate dropped to 
43% when the question was asked in a differ-
ent way (“is p-value the probability that our 
finding occurred due to chance?”). Correct 
rejection of all multiple statements with “in-
verse probability fallacy” is generally lower 
(6.2%; Badenes-Ribera et al., 2015; 38.4% 
Badenes-Ribera, et al., 2016).

Seventy percent of our sample correctly re-
jected the erroneous interpretation of p-val-
ue as an indicator of effect size (“effect size 
fallacy”) which is slightly less than in previous 
surveys (86.8% Badenes-Ribera et al., 2015; 
87.8%, Badenes-Ribera et al., 2016), the rate 
of this error is, however, also dependent on 
the exact wording of the question. We have 
also tested a misconception pointed out by 
Gelman & Stern (2006), that if there is p < 
0.05 in one group but not in the other, re-
searchers tend to interpret it as a difference 
between groups. This erroneous assumption 
was correctly rejected by 44% of the sample, 
while 40% agreed with it, showing that this is 
one of the most prevalent errors.

We found the lowest percentage of correct 
answers (33%) with the statement that if p > 
0.05, the null should be accepted (meaning 
there is no difference). This idea seems intui-
tive at first glance; however, it is often incor-
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rect as p > 0.05 could also indicate low statis-
tical power for detecting the (desired) effect. 
The majority of the surveyed researchers, 
therefore, confused the absence of evidence 
(e.g., low statistical power) with the evidence 
of the absence of an effect (Altman & Bland, 
1995; Alderson, 2004). This misconception is 
very problematic in studies with low statistical 
power, as it leads to inflation of false-negative 
results and subsequent interpretations. Aczel 
et al. (2018) have recently shown that in 2015 
abstracts of three prominent psychology jour-
nals, 72% of non-significant results were mis-
interpreted as evidence of the absence of an 
effect. Similarly, according to Amrhein et al. 
(2019), this misconception is shared by rough-
ly 51% of researchers based on published lit-
erature, which is very close to our estimate in 
Slovak researchers (53%). 

The misconceptions discussed above are 
a problem as they influence researchers’ 
behaviors and therefore the current state 
of published scientific literature. One of the 
commonly proposed solutions is moving 
beyond NHST and p-values (Amrhein et al., 
2019). Besides the high frequency of mis-
conceptions, another argument for this is its 
support of dichotomous categorical thinking, 
which is usually inconsistent with quantita-
tive science (Cumming, 2013). Currently, the 
American Psychological Association has called 
for reporting effect sizes and confidence in-
tervals in addition to p-values (Cumming et 
al., 2012), while others emphasize the bene-
fits of using Bayesian statistics (Wagenmakers 
et al., 2018) or likelihood inference (Dienes, 
2008). Problems in current employment of 
NHST however could be solved within the 
NHST framework. Popularization of methods 
such as equivalence tests (Lakens et al., 2018) 
and support of properly understood NHST 
(Lakens, 2021) can also help amend the mis-
conceptions and systematic errors described 
here. 

Open Science Practices 

Overall, the participants consider reproduc-
ibility and openness in science as important, 
which reflects the intensity of the ongoing de-
bates on this topic. At the same time, despite 
the reproducibility crisis, participants still con-
sidered the published literature to be trust-
worthy, which goes in line with the findings 
of Baker (2016). Replications were deemed 
to be important, while at the same time only 
a minority of the sample has done a replica-
tion study. The main barriers for replications 
were related to the incentivization of novel 
research and experienced lack of interest and 
support from journals and institutions.

A slight majority of the sample have basic 
knowledge about preregistrations and it was 
perceived as an important practice overall. 
Besides lack of awareness of the topic in gen-
eral, participants perceived they lack knowl-
edge about preregistration standards (e.g., 
widely accepted preregistration templates). 
Such standards are, however, available (see 
Bowman et al., 2016; Preregistration Task 
Force, 2020; the recent norms by interna-
tional psychological societies), and, as such, 
should be brought to researchers’ attention 
during relevant workshops and dissemination 
activities.

Obstacles preventing people from data 
sharing mostly lie in fears of data misuse, 
theft, or exposing themselves if errors in the 
author’s work are found (see also Houtkoop 
et al., 2018). In our survey, most participants 
selected data misuse as a barrier. One pos-
sibility is a misuse of personal information 
about participants, which is prevented if the 
authors adhere to ethical standards and le-
gal obligations. The second problem is data 
scooping (Houtkoop et al., 2018), that is, 
when someone publishes a paper based on 
a dataset first, without crediting the original 
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author. Although this fear is common, the 
chance of data being stolen is probably high-
ly overestimated (Gewin, 2016). It is also not 
possible if the data are published under the 
name of the original author using a public 
copyright license (e.g., Creative Commons, 
2022), or shared via a repository with a digital 
identifier (DOI). Thus, the authors claim their 
authorship and, at the same time, enable oth-
ers to freely use the data.  

Another issue is the question of data own-
ership. One of the participants stated that 
“The data is [my] intellectual property. I ac-
cept sharing them only either to verify their 
authenticity or to sell them.” Although this 
could apply to certain kinds of privately fund-
ed research, for most of the research, this 
argument is not defensible. If the research is 
financed by taxpayers, the data belongs to the 
public and should not be deemed as the exclu-
sive property of a researcher/research team 
(e.g., Chambers, 2019). In addition, according 
to the Ethical principles of psychologists and 
code of conduct (American Psychological As-
sociation, 2016), after results are published, 
the researcher should not withhold the data, 
from which the conclusions presented in the 
study were derived. Additionally, fear of ex-
posing one’s errors is, too, only a hardly justi-
fiable obstacle (Nosek et al., 2012). According 
to Witcherts et al. (2011), the reluctance of 
data sharing is positively correlated with the 
extent of actual mistakes, namely mistakes 
that influence the result of a tested hypoth-
esis. 

Finally, lack of information on data man-
agement was also one of the most frequently 
mentioned barriers. This could, however, be 
improved relatively easily by additional train-
ing. These days, training, tools, and support 
for data management planning are offered by 
institutions (e.g., specialized centers at uni-
versities) and online platforms (e.g., https://
dmponline.dcc.ac.uk). Moreover, guidelines 

on how to make data findable, accessible, 
interoperable, and usable have been estab-
lished (known as FAIR principles; see David et 
al., 2020; Wilkinson et al., 2016).

One of the most important findings from 
our survey is that 96% of participants ex-
pressed their interest in additional training in 
open science practices and methodology of 
behavioral research. In particular, the major-
ity of researchers indicated a further interest 
in topics such as meta-analysis and data syn-
thesis, preregistration, reporting of results, 
questionable research practices, sample size 
determination, and data sharing. Further ma-
terials on methodology, statistics, and open 
science practices are becoming available in 
the Slovak language as well. For example, the 
Slovak reproducibility network (https://www.
slovakrn.org/) offers various regular work-
shops and materials that are freely available 
online, with more to come in the following 
years.

Study Limitations

This survey has several limitations. Firstly, due 
to the small sample size, the precision of the 
estimates is limited. This was because the sur-
vey was done in a small country with a very 
limited population of psychology researchers, 
lecturers, and postgraduate students. A sim-
ilar problem is the self-selection of partici-
pants that could have resulted in a sample of 
researchers who are more interested in sta-
tistics, methodology, and open practices. This 
could have positively inflated the results (e.g., 
higher awareness of the topics, better scores 
on the test, fewer statistical misunderstand-
ings) and the real situation could be worse to 
an unknown extent. Another possible limita-
tion is that participants could have searched 
for answers to some of the questions online 
as this has not been controlled for (e.g., by us-
ing software that prevents opening a brows-

https://dmponline.dcc.ac.uk
https://dmponline.dcc.ac.uk
https://www.slovakrn.org/
https://www.slovakrn.org/
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er), and none of the participants were asked 
about it either (e.g., whether they searched 
for the answers online). We recommend pay-
ing attention to this aspect in future research.

Secondly, due to a technical error, the orig-
inal questionnaire was irreversibly deleted 
resulting in loss of a part of the respons-
es. Because of that, the data collection was 
stopped and restarted several months later. 
We had reconstructed the original question-
naire based on our notes and continued the 
data collection using a different software. This 
has resulted in small inconsistencies between 
the two versions of the survey (e.g., the items 
“informed_consent” and “methodology_sta-
tistics_interest” were added. There is also the 
possibility of omission of some options in the 
multiple-choice questions). However, we tried 
to recreate the original questionnaire and 
reconcile all possible differences to minimize 
inconsistencies. It is also possible that some 
participants could have taken the survey twice. 
However, since we controlled for duplex re-
sponding (participants were asked to indicate if 
they participated in this survey before) and got 
no positive answers, we assume that none did. 

Conclusions

The aim of this study was to describe the ex-
tent of statistical and methodological miscon-
ceptions in Slovak psychology researchers as 
well as their opinions and attitudes toward 
open science practices. Misunderstandings 
about NHST and p-value, which have been 
mentioned in the literature for years, are still 
common among Slovak researchers. On the 
other hand, the participants showed largely 
positive attitudes towards open science prac-
tices and expressed interest in future training. 
The barriers preventing Slovak psychology 
researchers from greater adherence to open 
science practices could be partly attributed 
to lack of information. These present results 

imply that there is a space and potential for 
improvement and that researchers’ demand 
for training in methodology and open science 
practices should be facilitated, especially in 
the current digital age. 
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